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The aim of displacement structure theory is to 
uncover and exploit implicit structure in the 
(dense) matrices encountered in applications in 
several fields: 

Communications, Signal Processing, System 
Theory, Prediction and Filtering, Algebraic 
Coding Theory, Queuing Theory, Interpolation 
problems, Numerical Linear Algebra, Abstract 
Linear Algebra and Matrix Theory 

The Aim 



Structured Matrices: Explicit 



Structured Matrices: Implicit 



Application to Cell Phones 

 
“It might interest you to know that part of my work here at 
Nokia involves the implementation of a pseudo-inverse of a 
Toeplitz structured matrix in hardware. We are using a 
version of displacement structure based algorithms with 
proprietary improvements for fast, parallel realization of the 
same. It has been a very interesting learning experience to 
consolidate the conflicting demands of precision, stability, 
complexity and real-time constraints into a working receiver 
structure." 
 
- Anand.Kannan@nokia.com 
     



An Application in Communications 

A Reduced-Complexity Partial-Interference-Cancellation Group 
Decoder for STBCs 
Rakshith Rajashekar, Student Member, IEEE , K.V.S.Hari , Senior 
Member, IEEE,and L.Hanzo, Fellow, IEEE 
IEEE SIGNAL PROCESSING LETTERS, VOL. 20, NO. 10, OCTOBER 2013 92 
 

Abstract—In this letter, we propose a reduced-complexity 
implementation of partial interference cancellation group 
decoder with successive interference cancellation (PIC-GD-SIC) 
by employing the theory of displacement structures.  
The proposed algorithm exploits the block-Toeplitz structure of 
the effective matrix and chooses an ordering of the groups such that the zero-forcing 
matrices associated with the various groups are obtained through Schur recursions 
without any approximations. We show using an example that the proposed 
implementation offers a significantly reduced computational complexity compared to 
the direct approach without any loss in performance. 



Complexity Comparison 



Motivation – Toeplitz Matrices 



Displacement Matrices 

A preliminary definition introduces a displacement matrix. 
𝛻𝑅 = 𝑅 − 𝑍𝑅𝑍∗ 

where Z is the shift matrix with 1’s on the first sub-diagonal and zeros everywhere else.  
To see the reason for the name, first note that  

0 0 0
1 0 0
0 1 0

   
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔  𝑖

=
0 0 0
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓

 

while  
0 0 0
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓

  
0 1 0
0 0 1
0 0 0

=
0 0 0
0 𝑎 𝑏
0 𝑑 𝑒

  

Therefore,  

  𝑅 − 𝑍𝑅𝑍∗ =

𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔  𝑖

−
0 0 0
0 𝑎 𝑏
0 𝑑 𝑒

  

which explains the name.  
The displacement rank is the rank of the matrix 𝛻𝑅 
 
The above definition is to be restricted to the case where 𝑹 is symmetric, or in the complex case, self adjoint. In this 
case, the displacement matrix will only have real eigenvalues and we can define the displacement inertia as 𝒏+, 𝒏−  
the number of positive (non-zero) and negative eigenvalues. The displacement rank is then, 𝒏+ + 𝒏− . 



The Toeplitz Case 

When 𝑅 = 𝑇 = 𝑐 𝑖−𝑗 , we see that the displacement 𝛻𝑇 = 𝑇 − 𝑍𝑇𝑍∗ has 
the form 
 

𝛻𝑇 =

𝑐0 𝑐1 𝑐2

𝑐1 𝑐0 𝑐1

𝑐2 𝑐1 𝑐0

−
0 0 0
0 𝑐0 𝑐1

0 𝑐1 𝑐0

 

 

=

𝑐0 𝑐1 𝑐2

𝑐1 0 0
𝑐2 0 0

 

 
which will have rank two ( or less ) no matter how large the rank of 𝑇 is. 
 
A simple exercise : Show that the displacement inertia of 𝑇 is *1,1+  



Some Composite Matrices 



Theorem 1 



A Representation Theorem 
Theorem 2: 
Let  

𝑅 − 𝑍𝑅𝑍∗ =  𝑥𝑖𝑦𝑖
∗

𝑟

1

 

where, 𝑥𝑖 and 𝑦𝑖  are 𝑛 × 1 vectors and 𝑟 is the displacement rank. Then,  

𝑅 =  𝐿 𝑥𝑖 𝐿∗(𝑦𝑖)

𝑟

1

 

where 𝐿 𝑥 = a lower-triangular Toeplitz matrix with first column 𝑥.  
 
Corollary: 
When  

𝑅 = 𝑇 = 𝑐 𝑖−𝑗  

a symmetric Toeplitz matrix, 
𝑇 = 𝐿 𝑥 𝐿∗ 𝑥 − L y L∗ y   

 
where           𝑥∗ = 𝑐0 𝑐1 … 𝑐𝑛 ,  𝑦∗ = 0 𝑐0 … 𝑐𝑛−1 . 
     
 
Moreover, by Theorem 1, 𝑇−1 will have the same form, but with different 𝑥 and 𝑦 : 

𝑇−1 = 𝐿 𝑎 𝐿∗ 𝑎 − 𝐿 𝑏 𝐿∗ 𝑏 . 
With a little more effort, we can specify the {a,b}, thus obtaining a very simple proof of a famous result of 
Gohberg and Senencul. 



An Application of Theorem 2 

First check that  

𝒂𝐿(𝒙) = 𝑎1 𝑎2 𝑎3

𝑥1 0 0
𝑥2 𝑥1 0
𝑥3 𝑥2 𝑥1

 

is the convolution of the vectors 𝒂 and 𝒙.  
Since convolutions can be carried out by FFTs, this can be 
done with 𝑂(𝑛𝑙𝑜𝑔 𝑛 ) computations. 
In signal detection problems, and in fact in several statistical 
calculations, we often need to compute the quadratic form 
𝒂∗𝑇−1𝒂. If we ignore the displacement structure of 𝑇−1, this 
will require 𝑂(𝑛2) computations but using the displacement 
structure of 𝑇−1, we see that we can do this with 𝑂(𝑛𝑙𝑜𝑔 𝑛 ) 
computations, a very great reduction when 𝑛 is large. 



Proof of Theorem 2 



Proof of Theorem 1 

First derive (or just verify), the useful block triangularization formulas 
 

𝑅 𝑍
𝑍∗ 𝑅−1 =

𝐼 𝑍𝑅
0 𝐼

𝑅 − 𝑍𝑅𝑍∗ 0
0 𝑅−1

𝐼 𝑍𝑅
0 𝐼

∗

 

=
𝐼 0

𝑍∗𝑅−1 𝐼
𝑅 0
0 𝑅−1 − 𝑍∗𝑅−1𝑍

𝐼 0
𝑍∗𝑅−1 𝐼

∗

 

 
Since the block triangular matrices are non-singular, the triple products define congruent matrices (Now 
recall our assumption that 𝑅 = 𝑅∗). Since congruence preserves inertia and therefore, also rank, we 
have that rank 

𝑟𝑎𝑛𝑘 𝑅 − 𝑍𝑅𝑍∗ + 𝑟𝑎𝑛𝑘 𝑅−1 = 𝑟𝑎𝑛𝑘 𝑅 + 𝑟𝑎𝑛𝑘 𝑅−1 − 𝑍∗𝑅−1𝑍 . 
Since 𝑟𝑎𝑛𝑘 𝑅 = 𝑟𝑎𝑛𝑘(𝑅−1), we have 

𝑟𝑎𝑛𝑘 𝑅 − 𝑍𝑅𝑍∗ = 𝑟𝑎𝑛𝑘 𝑅−1 − 𝑍∗𝑅−1𝑍 = 𝑟𝑎𝑛𝑘(𝐼 𝑅−1𝐼  − 𝑍𝐼 𝑅−1𝐼 ) 
where 𝐼  is the reverse identity matrix and this completes the proof. 
 
( Note that scalar Toeplitz matrices and their inverses are persymmetric, so 𝐼 𝑇−1𝐼 = 𝑇−1. ) 
 
Very important remark: Note that the form  of 𝑍 does not enter into the proof. So, 𝑍 can be replaced by 
an arbitrary matrix, say 𝐹. However for the theory, we generally require that 𝐹 be lower triangular.  
This fact is very useful in studying the displacement structure of composite matrices.  
 
We now proceed to describe fast algorithms for triangular matrix factorization, a key ingredient in the 
solution of problems in many different fields. We will need one more definition. 



Generators of Structured Matrices 

• We mention again that the displacement of an 𝑛 × 𝑛 Hermitian 
matrix 𝑅 was originally defined in the late 1970s as 

𝛻𝑅 = 𝑅 − 𝑍𝑅𝑍∗ 
• When 𝛻𝑅 has low rank, then 𝑅 will be said to be a structured 

matrix. Now note that whether 𝑟 is low or not, we can non-uniquely 
factor 𝛻𝑅 as  

𝛻𝑅 = 𝑅 − 𝑍𝑅𝑍∗ = 𝐺𝐽𝐺∗ 

where 𝐽 = 𝐼𝑝 ⊕ −𝐼𝑞  is a signature matrix that specifies the 
displacement inertia of 𝑅, and 𝐺 is 𝑛 × 𝑟  
• The pair *𝑮, 𝑱+ is called a generator of 𝑹. Note that 𝐺 has 𝑟𝑛 

elements as compared to 𝑛2 in 𝑅, and usually 𝑟 ≪ 𝑛. 
 

• This is the main point about structured matrices: use the generator 
matrix  𝐺, instead of 𝑅, in order to reduce algorithm complexity. 

 



 



 



 



 



 



 



 



 



Displacement Structure Theory 

Over the last 35 years, the initial ideas have been developed into an extensive theory of 

Displacement Structure. See for example, the survey paper, Kailath & Sayed SIAM review 

(1995). 

 

Along the way several quite unexpected mathematical results were encountered and used, and 

some new ones developed. For example, a key reference is a 1917 paper by the famous 

mathematician, Issai Schur, on what would seem to be a purely mathematical topic: 

characterizing "power series that are bounded in the unit disc". Displacement Structure theory 

heavily builds on our generalizations of an algorithm found in that paper, which we have called 

Generalized Schur Algorithms. 

 

While it can happen that fast algorithms lose some measure of numerical stability due to the 

accumulation of round-off errors, numerically stable variants of these algorithms can often be 

found. 
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Gaussian Elimination 



Wiener-Hopf Equation 



The Wiener-Hopf  Technique 

At breakfast the next morning Wiener presented a solution! It 
was not quite correct, but the mistakes were easily fixed, and the 
paper on it was published by Wiener and Hopf in 1931.  
 

So unexpectedly brilliant was the solution that the equation 
itself came to be known as the Wiener-Hopf equation and 
the solution method as the Wiener-Hopf technique. 
 
The critical idea in the Wiener-Hopf technique requires 
something called spectral factorization, which is an infinite-
dimensional version of writing a matrix as a product of upper- 
and lower-triangular matrices.  



Solving Linear Equations 



Fast Algorithms for Linear Equations 



Displacement Generators 





Schur Complements 



Block Matrix Triangularization 


