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## Main idea:

1. Assume that we know how to solve some simple minimization problems.
2. Then we can use this know-how for solving more complicated problems.
3. For that, the objective function of our complicated problems must be similar to the initial simple functions.

Main question: How to measure this similarity?
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Simple property: $\quad f\left(x_{k+1}\right) \leq f\left(x_{k}\right), k \geq 0$.
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Compare: Fast inversion of Laplacians (Spilmann, Tao (2010), ...)
For solving the system $A x=b$ with Laplacian $A \succeq 0$, we represent

$$
\langle A x, x\rangle=\sum_{i=1}^{m}\left\langle a_{i}, x\right\rangle^{2}=\sum_{i \in T}\left\langle a_{i}, x\right\rangle^{2}+\sum_{i \notin T}\left\langle a_{i}, x\right\rangle^{2} \stackrel{\text { def }}{=} B+C
$$

with $C \preceq L B$, and use $B$ as a preconditioner.

## Example: Third-order method

## Example: Third-order method

## Problem:

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018).

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question:

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?

## Answer:

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.
Let $\tau=\sqrt{\frac{H}{3 L}}>1$.

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.
Let $\tau=\sqrt{\frac{H}{3 L}}>1$. Define

$$
d_{\bar{x}, \tau}(x)=\frac{1}{2}\left(1-\frac{1}{\tau}\right)\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle+\frac{\tau(\tau-1) L}{8}\|x-\bar{x}\|_{(2)}^{4} .
$$

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.
Let $\tau=\sqrt{\frac{H}{3 L}}>1$. Define

$$
d_{\bar{x}, \tau}(x)=\frac{1}{2}\left(1-\frac{1}{\tau}\right)\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle+\frac{\tau(\tau-1) L}{8}\|x-\bar{x}\|_{(2)}^{4} .
$$

Then

$$
\nabla^{2} d_{\overline{\mathrm{x}}, \tau}(x) \preceq \nabla \Omega_{\overline{\mathrm{x}}, H}(x) \preceq \frac{\tau+1}{\tau-1} \nabla^{2} d_{\overline{\mathrm{x}}, \tau}(x) .
$$

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.
Let $\tau=\sqrt{\frac{H}{3 L}}>1$. Define

$$
d_{\bar{x}, \tau}(x)=\frac{1}{2}\left(1-\frac{1}{\tau}\right)\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle+\frac{\tau(\tau-1) L}{8}\|x-\bar{x}\|_{(2)}^{4} .
$$

Then $\quad \nabla^{2} d_{\bar{x}, \tau}(x) \preceq \nabla \Omega_{\bar{x}, H}(x) \preceq \frac{\tau+1}{\tau-1} \nabla^{2} d_{\bar{x}, \tau}(x)$.
Choosing $\tau=2$

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.
Let $\tau=\sqrt{\frac{H}{3 L}}>1$. Define

$$
d_{\bar{x}, \tau}(x)=\frac{1}{2}\left(1-\frac{1}{\tau}\right)\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle+\frac{\tau(\tau-1) L}{8}\|x-\bar{x}\|_{(2)}^{4} .
$$

Then $\quad \nabla^{2} d_{\bar{x}, \tau}(x) \preceq \nabla \Omega_{\bar{x}, H}(x) \preceq \frac{\tau+1}{\tau-1} \nabla^{2} d_{\overline{\mathrm{x}}, \tau}(x)$.
Choosing $\tau=2$ (this is $H=12 L$ ),

## Example: Third-order method

Problem: $\min _{x \in \mathbb{R}^{n}} f(x)$,
where function $f \in \mathbb{C}_{L}^{3,1}\left(\mathbb{R}^{n}\right)$ is convex.
Consider the regularized Taylor polynomial of degree three:

$$
\begin{aligned}
\Omega_{\bar{x}, H}(x)= & f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle \\
& +\frac{1}{6} D^{3} f(\bar{x})[y-\bar{x}]^{3}+\frac{H}{24}\|x-\bar{x}\|_{(2)}^{4} .
\end{aligned}
$$

Theorem (N.2018). If $H \geq 3 L$ then $\Omega_{\bar{x}, H}(\cdot)$ is a convex polynomial.
Main question: How to minimize it?
Answer: by the Gradient Method based on RSC.
Let $\tau=\sqrt{\frac{H}{3 L}}>1$. Define

$$
d_{\bar{x}, \tau}(x)=\frac{1}{2}\left(1-\frac{1}{\tau}\right)\left\langle\nabla^{2} f(\bar{x})(x-\bar{x}), x-\bar{x}\right\rangle+\frac{\tau(\tau-1) L}{8}\|x-\bar{x}\|_{(2)}^{4} .
$$
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We say that $f$ has a Bounded Growth with respect to $d(\cdot)$ and $\varphi(\cdot)$
if for any $x, y \in \operatorname{dom} f$ and $g_{f} \in \partial f(x)$, we have

$$
\left\langle g_{f}, x-y\right\rangle \leq \varphi^{-1}\left(\beta_{d}(x, y)\right),
$$

where $\varphi^{-1}(\cdot)$ is the inverse of function $\varphi(\cdot)$, and

$$
\beta_{d}(x, y)=d(y)-d(x)-\langle\nabla d(x), y-x\rangle, \quad x, y \in \operatorname{dom} d
$$
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Thank you for your attention!

